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CONSOLIDATED PUBLIC SUMMARY IN ENGLISH

Exploitation of efficient programing and method for the future supercomputers

General Objectives:

Facing the challenge to program supercomputers with millions of cores for large
computational science applications

Supercomputers used for advanced computational science have reached several petaflops (a
million billion calculations per second) performance. Scientific applications require increasing
performance for industrial and societal general improvements. Following the end of the existing
Moore law, the number of core per chip increase and the architectures of the supercomputer
become very a hierarchical. The number of processors and the interconnecting network increase
also and we have then to face new programming problems. Even if we still success to use
efficiently the recent supercomputers, we have to propose new paradigms for future scheduled
exascale computers (1000 Petaflops). The goal of our French-Japanese project is to contribute to
establish software technologies, to propose languages and programming models to explore
extreme performance computing beyond petascale computing, on the road to exascale computing.
That implies that existing systems, language, programming paradigms and parallel algorithms

would have, at best, to be adapted, and would be often obsolete.

Methods or technologies:

New programming paradigms, languages, methods and systems for the existing and
future supercomputers

The overall structure of the FP3C project is a vertical stack from a high level language for end
users to low level architecture considerations, in addition to more horizontal runtime system

researches. Our scientific approach is based on analysing issues on post-petascale computing



toward future exascale computing and programming. We first separate hierarchical large-scale
supercomputer architecture and accelerator programming problems. Identified important
researches have to be address for each of these programming: resilience, large data
management and energy consumption, in one hand, and programming paradigms and
introduction of new languages, in another hand. A major idea of our approach is really to work
on all those correlated aspects together. For the same reason, we develop researches on
parallel methods and applications to be able to directly analyse and benchmark the proposed
paradigms, languages, systems, and APIs. Our researches focus on the relationship between
the different results and how they may contribute to ameliorate the global post-petascale

programming solutions

Project main results :

One of main results is the multilevel programming paradigm (called FP2C) as a solution for
post-petascale system to make use of a huge number of processors and attached accelerators
in an efficient and hierarchical way. The users may program theirs parallel algorithms in YML
workflow language with parallel components written by XcalableMP (XMP) and its accelerators
extensions supported by StarPU runtime technology. We evaluated and validated the proposed
programming paradigms and new algorithms and systems to improve post-petascale
programming and computing on on several supercomputers in France and Japan, such as the
“K" RIKEN supercomputer in Kobe and the PRACE “CURIE"” supercomputer in France. Parallel
numerical algorithms and benchmarks adapted to the post-petascale system, some of which

are based on the proposed paradigm, have been proposed and evaluated.

XMP extensions for
StarPU runtime
0] on t(k)

for(k=0;k<n;k++]
tmplilil+=(m1il[k]*m2(k](i]);

<TASK 7>

#pragma xmp reduction (+:tmp)

YML workflow

programming Parallel components

(task) by XcalableMP

Illustration: FP2C multilevel programming paradigm



Added value from international collaborative work:

This project is a part of a French-Japanese collaboration existing since approximately 10
years. This project allows the partners to increase the joint developments of software and
experiments. For example, without this collaboration, the multilevel programming paradigm
including YML, StarPU developed in France, and XcalableMP(XMP), developed in Japan, would
not have been possible. The relationships between the different partners of the project are
now important assets for their future researches. A MOU between AICS in Kobe and the MDLS
in Saclay would materialize this soon.Without this collaboration, the software integrations and
deployments would not have been possible and the large majority of the obtained scientific

results would not have been completed

Scientific production since the beginning of the project:

Several software were developed and proposed for end-users to compute on post-petascale
computers, by integrating several French and Japanese solutions for new proposed languages,
programming paradigms, numerical algorithms and benchmarks. We also introduced new
numerical methods for future exascale computing.

We present our results in international conference and publish results in proceedings and
journals, even if more main recent results are still to be submitted. We organized joint

symposiums and workshops on those research subjects.

Factual information:

This FP3C is a French-Japanese research project coordinated by INRIA Saclay in France and by
the University of Tsukuba in Japan. It associated CNRS, CEA, INRIA, University of Tsukuba,
University of Tokyo, Institute of Technology of Tokyo and the University of Kyoto. The project
started on September 1%, 2010, and will stop in March 31th, 2014. The ANR grant amounted to
554 442 € and JST grant amounted to ¥ 103,250,000 for a total budget of 1,286,712
€(¥181,426,322).
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