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§１．研究成果の概要 

 

The target of this project is to enable training Deep Learning model on large-scale HPC system 

with a short time including study (1) new parallelism strategies (not only data parallelism) (2) the 

method to reduce the communication time and (3) the effect of different system architecture on 

training time. Based on this research, we aim to develop an estimating model as the basis for a 

utility we name it ParaDL, that aids end-users, framework developers and system builders in (i) 

identifying the optimal large-scale parallelism strategies, i.e. domain decomposition, when deploying 

a training job for a given DL model and data set on an HPC system; (ii) guiding the implementation 

and possible optimizations of different parallel strategies in existing DL frameworks; and (iii) 

advising system architects on the best co-design choices for their system depending on the 

workloads they plan to run. In this fiscal year, we conduct the following research topic: 

Task 1 - Improving the accuracy of the Performance/Memory Estimation Model: Our proposed 

initial model last fiscal year did not have a good prediction accuracy in the comparison with the 

execution time of the empirical result on the ABCI supercomputer. In this fiscal year, we consider 

using (i) an empirical parameterization, (ii) self-contention modeling, and (iii) to detach the network 

congestion (caused by other applications running at the same times on a shared system). With that 

method, we archive a good prediction accuracy (86,7% correction on average) across all parallel 

strategies on multiple CNN models and datasets on up to 1K GPUs. A paper [2] related to this 

research topic has been accepted in HPDC2021 (A* conference, 1st author).  

Task 2 - Extension of our Estimation Model: We demonstrated that our estimation model is helpful 

in solving different emergent scalability problem of large-scale training Deep Neural Network. 

Firstly, we propose a memory estimation model which is one of the components of the KARMA 

framework that helps to train very big Deep Learning models with out-of-core methods, when model 

sizes cannot fit into the local memories of computing nodes [1] (published in A* conference- 

SC2020, 3rd authors). We also extended our core estimated model to make it work with different 

network architectures [3] (accepted paper in a rank A-conference-CCGrid2021, 1st author). In the 

next fiscal year, we plan to extend our model to estimate the cost of I/O and stagging during the 

training process (an on-going work). In this research topic, we collaborate with a researcher from 

RIKEN, who can help us to verify the accuracy of our model on a new supercomputer system, i.e., 

Fugaku. 
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