Natural language and perception are two major ways for human communication and knowledge
propagation, making natural language and image understanding indispensable for artificial
intelligence. A paraphrase is a restatement of the meaning of a word, phrase or sentence within a
single language (e.g., “A snowboarder™ and “A man on a snowboard” are paraphrases). Paraphrases
have been exploited for natural language understanding, and have been shown very effective for
various natural language processing (NLP) tasks, including information retrieval, question answering,
summarization, machine translation, text normalization, textual entailment recognition, and
semantic parsing. However, as no image information is provided, paraphrases have not been
exploited for image understanding.

As manual construction of paraphrases is very expensive and time consuming, two lines of
studies have been conducted to automatically extract paraphrases. One is extracting paraphrases
from monolingual corpora based on distributional similarity. However, it has been known that the
quality of the extracted paraphrases is very low, because other related phrase pairs such as
hypernyms and antonyms also share distributional similarity, and thus being extracted. The other
is extracting paraphrases from parallel corpora via bilingual pivoting. Bilingual pivoting does not
have the problem as distributional similarity. However, the big limitation is that large-scale parallel
corpora are only available for a few languages such as European languages and languages paired
with English.

In this work, we propose a novel approach that uses images as a pivot for paraphrase extraction.
Nowadays, with the spread of the web and social media, it is easy to collect large amounts of
images with their describing text. For example, different news sites release news with the same
topic using the same image; photos with many comments are posted to social networking sites
and blogs. As the describing text is written by different people but about the same image, there
are potentially large amounts of paraphrases in the describing text. This work aims to accurately
extract these paraphrases together with their corresponding image regions using images as a
pivot. Together with the image information, the extracted paraphrases have the potential to
significantly deepen both natural language and image understanding.




A paraphrase is a restatement of the meaning of a text in other words. Paraphrases have
been studied to enhance the performance of many natural language processing tasks. In the
ACT-I research period, we studied a novel concept to identify visually grounded paraphrases
(VGPs), which are different phrasal expressions describing the same visual concept in an
image [2]. Figure 1 shows an example of VGP identification. Our task is to identify the noun
phrases that describe the same visual concept (represented as an image region) in the image
as VGPs.

. ﬁ?é Caption 1: a baseball player in a VGP sat 1 VGP sat 3

. red jersey throwing a ball at the T
pitchers mound . abaseball player aredjersey

Caption 2: a baseball team pitcher abasebal | team pitcher aredshirt
throwing a ball to the batter . alittleleaguepitcher ared uniform shirt
Qggt|on 3: a little league pitcher [> a ma! e VGP st 4
in ared shirt . the pitcher =
Caption 4: a male is standing on a the pitchers mound
base pitching a ball . VGP set 2 VGP st 5
Caption 5: the pitcher iswearing a W - .

S E— red uniform shirt .

Figure 1. An example of VGP identification.

These identified VGPs have the potential to improve language and vision tasks such as visual
question answering and image captioning. Because of the characteristic of VGPs, visual
grounding is essential for VGP identification. We proposed two novel neural network based
models with different visual grounding approaches for VGP identification, and published our
work at COLING 2018 (top conference) [2] and CVPR 2018 workshop [3], respectively.

2.1 Attention based VGP Identification

The attention based VGP identification model [2] is illustrated in Figure 2. Given a noun
phrase pair and its corresponding image, we construct two separated fusion nets for
each phrase (Figure 2 (right)). A fusion net represents a phrase with a concatenation of
its feature vector and visual context feature. The visual context feature is computed
with an attention mechanism, indicating to which part of the image should be paid
attention, in order to judge whether the phrase pair is VGPs or not. The outputs of the
two fusion nets are then fed into a multilayer perceptron to compute the similarity of
the two phrases.
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Figure 2: Attention based VGP identification model (left) and its fusion sub-network (right).
2.2 Phrase Localization based VGP Identification




The phrase localization based VGP identification model [3] is illustrated in Figure 3. This
model also takes a pair of noun phrases and an associated image as input and predicts
whether the input phrases are VGPs or not. The model localizes a region in the image
that corresponds to each phrase. Such an image region serves as object-level visual
features and allows better similarity modeling. Both language and visual features obtained
for the input phrases and the image are fused and fed to a multilayer perceptron that
predicts the probability of being VGPs.
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Figure 3: Phrase Localization based VGP ldentification model.

2.3 Experiments

We evaluated our models on the Flickr30k entities (i.e., noun phrases) dataset (Plummer
et al. 2015). This dataset contains 30k, 1k, and 1k images with 5 captions for training,
validation, and testing, respectively. It also provides manually annotated image regions
localizing noun phrases in captions. We treated phrases associated with the same image
region as VGPs, and the other possible noun phrase pairs from different captions as
non-VGPs. The following table shows the results, where phrase-only is a model that only
uses phrase features. We can see that the localization based model, which explicitly
models the phrase-object correspondence, shows the best performance.
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F1 Precision Recall
Phrase-only 85.37 84.75 85.99
Attention based 84.16 82.71 85.67
Localization based 87.47 86.61 88.35

Reference
B. Plummer et al. Flickr30k entities: Collecting region-to-phrase correspondences for
richer image-to-sentence models. In Proceedings of ICCV, pp.2641-2649, (2015).

We originally created the concept of VGPs and established the fundamental techniques for VGP
identification in the ACT-I research period. There are several directions for future work to deepen
and promote the research in both language and vision understanding with VGPs. We hope that our
work can inspire other researchers work on these directions together with us.

Firstly, VGP identification for visual relations. We have studied VGP identification for entities




(noun phrases) only. For the next, we want to work on VGPs of visual relations, which requires
semantic understanding of the relationships between objects in an image. A visual relation is a
triplet of (entityl, entity2, relation), where the relation is the interaction between the two entities.
We have created a dataset of VGPs for visual relations upon the Flickr30k entities dataset [1]. We
plan to propose novel models for identifying visual relation based VGPs.

Secondly, VGP typology creation. Our research until now treats VGP identification as a binary
classification task, which ignores various phenomena behind VGPs. E.g., “field hockey” and
“lacrosse” are linguistic paraphrases; “competitors™ and “a group of bicyclists” describe the same
visual concept from different aspects; however, these two pairs of VGPs have been treated equally,
which is obvious undesirable. In the future, we aim to create typology of VGPs to elucidate the
phenomena behind VGPs and open up novel ways of utilizing VPGs for various language and vision
tasks.

Thirdly, VGP identification in the noisy real world. We have only worked on the image captioning
dataset, where sentential level VGPs are already annotated. In the real world, such as e-commerce
or social networking sites and blogs, sentential level VGPs are unavailable. How to identify VGPs
in these noisy scenarios is obviously a more challenging task, for which we want to study in the
future.

We have successfully achieved our research goal, which was extracting paraphrases pivoted by
image regions accurately. We further proposed the novel concept of VGPs.

Regarding to the research implementation system, because of the multimodality of the project, we
closely collaborated with researchers in the computer vision (CV) field. We also employed RA
students for creating visually grounded paraphrase datasets.

Regarding to the research funding execution status, we reasonably used it for purchasing GPU
servers, dataset annotation, RA employment, and travel expenses.

VGP identification is a novel task, which is crucial for both language and vision understanding. We
believe that our pioneering work on VGPs in the ACT-I research period has the potential to make
VGPs a new language and vision research field in both NLP and CV fields. We are eager to promote
the VGP research field with other researchers.

We originally proposed the concept of VGPs, which is an achievement inspired by our study in
both NLP and CV. Due to the pioneer and multimodality characteristics, this work is very




challenging. We overcame the problems via close collaboration between NLP and CV researchers.
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