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1. HRODALL
Driven by the advances in artificial intelligence technologies, smart environments (or “pervasive
computing”) already penetrate our daily lives. Video surveillance system is one of the most im—
portant components in many smart environments. More and more smart homes, smart buildings,
and public Utilities like hospitals, airports or universities will be equipped with billions of ubiquitous
surveillance devices. However, with the increasing number of wireless video cameras, the surveil—
lance systems including video capturing, compression and transmission, are going to be challenged
by the power efficiency. This research aims at realizing an ultra—low—power wireless video surveil—

lance system that achieves 80% power reduction comparing with the current mainstream solutions.

Compared to other undergoing researches that are mostly focus on the power reduction of image
sensing and pixel compression separately, this research focuses on the whole system. 1) It is the
first time to explore the correlations between the image sensor and subsequent data compression.
The feature of the measurement matrix used in the compressive sensing (CS) based sensor will
be utilized for the measurement domain compression. 2) It is the first time to apply the measure—
ment domain compression for the CS based sensors. Comparing with pixel domain compression,
the power of compression can be significantly reduced with a little loss of compression ratio. 3) It
is first time to integrate deep learning methods to decompress the data in measurement domain.
4) Compared to the traditional CS based sensors, this research further reduces the size of meas—
urement, which can be significant for saving the transmission bandwidth. This research will greatly
simplify the compression algorithm. The transceiver power will be increased, but the whole system
power is expected to be greatly reduced to 40mW. Wind power and solar energy, can substitute
for battery.
1) By applying a new compressive sensing (CS) patterns, the power of image sensor is ex—
pected to be reduced by more than 80%.
2) A new measurement coding system will be applied to further compress the data from sensor
with high compression ratio. Comparing the traditional coding technology (intra—only HEVG,
the power of coding is expected to be reduced by more than 80%.
3) Reducing the original pixel data volume by more than 90%. After combining with the CS
technology and measurement compression, the compression ratio is expected to be more
than 90%.
4) A deep learning based video reconstruction and video enhancement will be applied to im—

prove the quality of the reconstructed video.
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As show in Figure 1, the proposed system
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have achieved the following results.

Topic A. Developing the compressive sensing based image sensing technology. This topic
involves designing a new measurement matrix (optical coding patterns) for CS—imager to
integrate the pixel domain features into the measurement domain and reduce the power of
sensors. We firstly tried some existing sensing patterns, and finally designed new patterns to
achieve better results on improving the sensing quality and improving compression ratio of

the corresponding measurement coding.

Topic B. Developing Measurement domain compression technology. This topic is to further
reduce the output data from CS based sensor. The output data is called measurement. We
have implemented intra prediction based measurement coding to reduce the spatial and tem—
poral redundancy. The experimental results show that it can greatly improve visual perception
in terms of peak signal—to—noise ratio (PSNR) by 8% and structural similarity (SSIM) by 21%,
and reduce 46% in bitrate utilization in term of bit—per—pixel (bpp) compared to state—of—the—

art works.

Topic C: Developing the deep learning based decompression technologies. This topic is to
Integrate deep learning technologies to decompress the measurement data and increase the
quality of decoded video. We integrated deep learning based three technologies including
video decompression, image enhancement, and super resolution are integrated together to
achieve better results. For the reconstruction, a PSNR of 22dB can be achieved at 64x

compression ratio, which is about 4% to 9% better than state—of-the—art works.

Topic D: Integration and evaluation. We integrated the encoding and decoding components
together to show video capturing, encoding and decoding. Moreover, we have implemented

the hardware of measurement coding and simulated the power of the encoder.
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% 2—= A:Developing the compressive sensing based image sensing technology

(5. EEWFEAR)R(3).[1.2]).

We have realized the target of designing sensing patterns to embed the pixel information.
The pixel information was used for the further compression (Task B). Firstly, we applied
partly—structural and partly—random matrix for the optical coding. The sensing power can be
reduced to 25% while keeping the video quality. Moreover, we proposed a continuously or—
dered Walsh—Hadamard matrix. The sensing power can be reduced to 1/64 with PSNR higher
than 30dB.

% 2—< B:Developing the measurement domain compression technologies.

(5. ERHRARYRAL3).[1.2], (2).[2])

This topic is to further reduce the output data from CS based sensor. The output data is
called measurement. By embedding the pixel information to the measurement domain (Topic
A), an intra—prediction based coding system is proposed to reduce the spatial redundant in
measurement domain by using the pixel domain features. Furthermore, we employed image
quantization and Huffman coding to further compress the data. The experimental results
show that the proposed system can greatly improve the coding efficiency, which increases
1.94dB - 2.3dB in PSNR and reduces 42% — 65% bitrate in terms of bit—per—pixel as shown in
fig 2. Comparing the pixel compression (HEVC—intra), the complexity of measurement can

be reduced more than 90%. The target of topic B is realized.

BCSSPL DPCM Our proposed

27.62dB 2.20bpp 26.74dB 1.69bpp 26.74dB 0.52bpp 29.92dB 0.79bpp
SSIM = 0.41 SSIM =0.35 SSIM =0.35 SSIM = 0.66

Figure 2. Comparison of visual qualities and compression artifacts of four test images: Lenna,

Goldhill, Mandrill, and Pentagon among our proposal, BCSSPL, SQ, and DPCM with B =4,

B A— C: Developing the deep learning based decompression technologies.

(5. EGBFFEME) ZAH(3).[3,5])

We integrated deep learning based three technologies including video decompression, image
enhancement, and super resolution are integrated together to achieve better results. A deep
neural network with interpretable motion compensation called CS—MCNet is proposed to

realize high—quality and real-time decoding of video compressive sensing. By using the
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information from the neighboring frames, the video quality can be improved. PSNR of 22dB
can be achieved at 64x compression ratio, which is about 4% to 9% better than state—of-the—
art methods. In addition, due to the feed—forward architecture, the reconstruction can be
processed by our network in real time and up to three orders of magnitude faster than

traditional iterative methods.

22— D: Integration and evaluation
We implemented the measurement coding in hardware level using field—programmable gate

array (FPGA). The detailed implementation results are shown in section 2.

3. SROERH

This project has finished evaluating the algorithm of the proposed system including image acqui—
sition, compression, transmission, and decompression. The hardware architecture and function
were evaluated on FPGA. The power consumption is simulated by the synthesis tools. In the future,
we will integrate the whole system to an ASIC chip. Based on the ASIC, we will analyze the function
and measure the power consumption. The proposed new coding framework can not only be utilized
in the image sensing system, but also can be used in various research field such as video/image

understanding, interactive visual learning, and so on.

4. BCFHE

MR BHOZERIKR

1) By applying a new compressive sensing (CS) patterns, the power of image sensor is targeted
to be reduced by more than 80%. Finally, a better result was achieved. The proposed work
reduced the power of image sensor by more than 90% with the sampling rate of 1/16. At the
same time, video quality in terms of PSNR was maintained to higher than 30dB.

2) A new measurement coding system will be applied to further compress the data from sensor
with high compression ratio. Comparing the traditional coding technology (intra—only HEVC,
the power of coding is targeted to be reduced by more than 80%. Finally, a better result was
achieved. For the resolution of 3820 X 2140 with the sampling rate of 1/16, the required power
is 28mW. The traditional HEVC—intra requires more than 120mW for the resolution of 352x288
with 30fps. The normalize energy consumption of this work is reduced by 92%.

3) After combining with the CS technology and measurement compression, the compression ratio
is expected to be more than 90%. Finally, a better result was achieved. A controller was added
to control the video quality and compression ratio. When the video quality in terms of PSAR
is higher than 30dB, the compression ratio is from 75% to 98%.

4) The target is to apply a deep learning based video enhancement to improve the quality of the

reconstructed video. Finally, not only a deep learning based video enhancement but also a
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deep learning based video reconstruction were applied to achieve high quality of the recon—

structed video. The PSNR was improved more than 5dB.

MREDEDA

This research requires a lot of work to collect and analyze huge data. It is great that JST Presto
can provide a long—term support to hire research assistants. Moreover, JST also supports inter—
national collaboration. Through the collaboration, we obtained a video data set with the resolution

of 1 billion pixels to do the test, and our collaborated work achieved a good result.
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For this research, compressive sensing technology, measurement domain compression technology,
and deep learning technology were integrated into a system to capture high—quality video with low
power consumption. Comparing with the conventional solution, the power of the whole system was
reduced by more 80%. This technology can be widely used in surveillance system to capture video
with batteryless and powerless. The proposed ultra—low—power surveillance system plays a vital
role in building smart environments for the next—generation information society. Besides the sur—
veillance system, the applied technologies also can be used in various research field such as

video/image understanding, interactive visual learning, and so on.
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1. Man M. Ho, Jinjia Zhou, Gang He, “RR-DnCNN v2.0: Enhanced Restoration—Reconstruc—
tion Deep Neural Network for Down—Sampling Based Video Coding”, IEEE Transactions on
Image Processing (TIP). DOI:10.1109/TIP.2020.3046872. Jan. 2021.

This work proposes a restoration—reconstruction deep neural network (RR-DnCNN) using the
degradation—aware techniques to integrate super resolution technologies to video compres—
sion. Moreover, to prevent the loss of essential features in the very deep network from res—
toration to super—resolution, we leverage up—sampling skip connections to compensate for
the lost information from restoration layers. It is called restoration—reconstruction u—shaped
deep neural network (RR-DnCNN v2.0). As a result, our RR-DnCNN v2.0 can achieve 17.02%
BD-rate reduction on UHD resolution compared to the standard H.265/HEVC.

2. Do Kim Chi Pham, Jinjia Zhou, “Deep Learning—based Luma and Chroma Fractional In—
terpolation in Video Coding”, IEEE Access, Vol. 7, pp. 112535-112543, Aug. 2019. DOI:
10.1109/ACCESS.2019.2935378

This work proposes CNN-based fractional interpolation for Luminance (Luma) and Chromi—

nance (Chroma) components in motion compensated prediction to improve the coding
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efficiency. As a result, our proposal gains 2.9%, 0.3%, 0.6% Y, U, V BD-rate reduction, re—

spectively.

3. Muchen Li, Jinjia Zhou, Satoshi Goto, “A configurable fixed—complexity IME-FME Cost
ratio based Inter mode filtering method in HEVC encoding”, IEEJ Transactions on Image
Electronics and Visual Computing, Vol. 8, No. 1, page58-70 (2020.6)

This works proposes a configurable fixed—complexity IME-FME Cost ratio based Inter mode
filtering method. The main idea can not only be used in traditional video coding standard

such as HEVC, but also in the compressive sensing based measurement domain coding.
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